**KUMARAGURU COLLEGE OF TECHNOLOGY**

**LABORATORY MANUAL**

**Experiment Number: 5**

**Lab Code : U18MAI4201**

**Lab : Probability and Statistics**

**Course / Branch : B.E-CSE,ISE, B.Tech-IT**

**Title of the Experiment : Applications of Student t-test**

**STEP 1: INTRODUCTION**

**OBJECTIVES OF THE EXPERIMENT**

1. To apply t-test to test hypothesis about population mean

2. To apply t-test to test hypothesis about two means

3. To apply paired t-test to test hypotheses about means of two dependent samples

**STEP 2: ACQUISITION**

**Student’s t – distribution**

Student's **t-distribution** has the [probability density function](https://en.wikipedia.org/wiki/Probability_density_function) given by

![f(t) = \frac{\Gamma(\frac{\nu+1}{2})} {\sqrt{\nu\pi}\,\Gamma(\frac{\nu}{2})} \left(1+\frac{t^2}{\nu} \right)^{-\frac{\nu+1}{2}},\!](data:image/png;base64,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)

where ![\nu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAAMFBMVEX///8wMDB0dHTm5uZQUFBAQEAWFhZiYmIEBASKioq2trbMzMwMDAwiIiKenp4AAAApIgOAAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADxJREFUCB1jePuPgeE0A9cHBs4GBvYEBrYABl4HhvUGDBwTGE4yMOw3YHFgYNBhcGdgYBDd+gBIHlUAEgBtSwu52ZGlawAAAABJRU5ErkJggg==) is the number of [degrees of freedom](https://en.wikipedia.org/wiki/Degrees_of_freedom_(statistics)) and ![\Gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPBAMAAAAizzN6AAAAKlBMVEX///90dHS2trZiYmKenp7MzMyKiooEBAQiIiJAQEAMDAwwMDDm5uYAAADfFkbqAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADFJREFUCB1jOL125czeAgaG3AQGViDlm8DAYAqhnCDUIQjFQAoFNAwITq5dLQCiwQAA9sgP8/Di69UAAAAASUVORK5CYII=) is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function). This may also be written as

![f(t) = \frac{1}{\sqrt{\nu}\, B \left (\frac{1}{2}, \frac{\nu}{2}\right )} \left(1+\frac{t^2}{\nu} \right)^{-\frac{\nu+1}{2}}\!,](data:image/png;base64,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)

Note: (a) The values of can be got from the t – table

(b) gives the critical value of t for a single tail test at LOS and d.f

For eg, t8(0.05) for single tailed test = t8(10) for two-tailed test = 1.86

**Test of Hypothesis about the Population Mean**

Test statistic follows t – distribution with n-1 degrees of freedom.

where and

Null hypothesis H0 : There is no significant difference between the sample mean and the population mean .

**If tabulated t, then H0 is accepted and the difference between and is not considered significant.**

**Assumptions for t – test for population mean**

1. The parent population from which the sample is drawn is normal.
2. The sample observations are independent
3. The population standard deviation is unknown.

**Test of Hypothesis about the difference between two means**

To test a hypothesis concerning the difference between the means of two normally distributed populations, when the population variances are unknown, t – test is used.

H0: The samples have been drawn from populations with same means, ie,

Test statistic is ~

where

or![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1EAAAAAABIAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==) **,** where

(Note : S2 is an unbiased estimate of the population variance )

The test statistic follows t-distribution with n1 +n2 -2 degrees of freedom.

**If tabulated t, then H0 is accepted and the difference between and is not considered significant.**

**Paired t-test for difference of Means**

If the two given samples are dependent, ie, each observation in one sample is associated with a particular observation in the second sample, then we use paired t – test to test whether the means differ significantly or not. Here , both the samples will have same number of units.

The test statistic is

follows t – distribution with n-1 d.f. Here n is the number of pairs in the sample

**Using R for testing of hypothesis**

The R function t.test() can be used to perform both one and two sample t-tests on vectors of data.

The function contains a variety of options and can be called as follows:

t.test(x, y = NULL, alternative = c("two.sided", "less", "greater"), mu = 0, paired = FALSE, var.equal = FALSE, conf.level = 0.95)

Here x is a numeric vector of data values and y is an optional numeric vector of data values. If y is excluded, the function performs a one-sample t-test on the data contained in x, if it is included it performs a two-sample t-tests using both x and y.

The option mu provides a number indicating the true value of the mean (or difference in means if you are performing a two sample test) under the null hypothesis. The option alternative is a character string specifying the alternative hypothesis, and must be one of the following: "two.sided" (which is the default), "greater" or "less" depending on whether the alternative hypothesis is that the mean is different than, greater than or less than mu, respectively.

**Procedure for doing the Experiment:**

|  |  |
| --- | --- |
| **1.** | To test hypothesis about population mean:  (a)For a two-tailed test  x = c()  t.test(x,alternative="two.sided",mu=)  (b) For a one-tailed test  x = c()  t.test(x,alternative="less"/"greater",mu=) |
| **2.** | To test hypothesis about two means  A= c()  B = c()  t.test(A,B,alternative="two.sided"/"less"/"greater",, var.equal=TRUE) |
| **3.** | To use paired t-test  A= c()  B = c()  t.test(A,B,alternative="greater"/"less"/"two.sided",paired=TRUE) |

**EXAMPLE – Single mean**

**Eleven articles produced by a factory were chosen at random and their weights were found to be (in kgs) 63,63,66,67,68,69,70,70,71,71,71 respectively. In the light of the above data, can we assume that the mean weight of the articles produced by the factory is 66 kgs? (Given: the critical value of for 10 degrees of freedom at 5% LOS is 2.28).**

**R-code**

x = c(63,63,66,67,68,69,70,70,71,71,71)

t.test(x,alternative="two.sided",mu=66)

**Output:**

One Sample t-test

data: x

t = 2.3, df = 10, p-value = 0.04425

alternative hypothesis: true mean is not equal to 66

95 percent confidence interval:

66.06533 70.11649

sample estimates:

mean of x

68.09091

**Conclusion**: -value = 2.3 > 2.228. Hence we reject and we may conclude that the mean

weight of the articles produced by the factory is not 66

**Task 1**

**Tests made on the breaking strength of 10 pieces of a metal gave the followingresults. 578, 572, 570, 568, 572, 570, 570, 572, 596 and 584 kg.**

**Test if the mean breaking strength of the wire can be assumed as 577kg.**

**Null hypothesis:**

**Alternate hypothesis:**

**R-code**

x = c(578,572,570,568,572,570,570,572,596,584)

t.test(x,alternative="two.sided",mu=577)

**Output:**

One Sample t-test

data: x

t = -0.65408, df = 9, p-value = 0.5294

alternative hypothesis: true mean is not equal to 577

95 percent confidence interval:

568.9746 581.4254

sample estimates:

mean of x

575.2

**Conclusion:**

-value = 0.65408 < 2.262. Hence we accept and we may conclude that the mean breaking strength of the wire can be assumed as 577kg.

**Task 2**

**The heights of 10 men in a given locality are found to be 70, 67, 62, 68, 61, 68, 70, 64, 64, 66 inches. Is it reasonable to believe that the average height is greater than 64 inches?**

**Null hypothesis**

**Alternate hypothesis: :**

**R-code:**

x = c(70, 67, 62, 68, 61, 68, 70, 64, 64, 66)

t.test(x,alternative="greater",mu=64)

**Output :**

One Sample t-test

data: x

t = 2, df = 9, p-value = 0.03828

alternative hypothesis: true mean is greater than 64

95 percent confidence interval:

64.16689 Inf

sample estimates:

mean of x

66

**Conclusion:**

-value = 2 > 1.833 . Hence we reject and we may conclude that the mean height is greater than 64 inches.

**Example 2: Two means**

**6 subjects were given a drug (treatment group) and an additional 6 subjects a placebo (control group). Their reaction time to a stimulus was measured (in ms).**

**Placebo group: 91, 87, 99, 77, 88, 91**

**Treatment group : 101, 110, 103, 93, 99, 104**

**Can we conclude that the reaction time of the placebo group is less than that of the treatment group? (Required table value of t = 1.1812)**

**Null hypothesis** : , ie. the reaction times of the two groups are equal.

**Alternate hypothesis**: ie, the reaction time of the placebo group is less than that of the treatment group

**R-code:**

Control = c(91, 87, 99, 77, 88, 91)

Treat = c(101, 110, 103, 93, 99, 104)

t.test(Control,Treat,alternative="less", var.equal=TRUE)

**Output:**

Two Sample t-test

data: Control and Treat t = -3.4456, df = 10, p-value = 0.003136 alternative hypothesis: true difference in means is less than 0

**Conclusion**: -value =-3.4456 , =3.4456 > 1.1812. Hence we may conclude that the reaction time of placebo group is less than that of treatment group.

**Task 3**

**Two independent samples are chosen from two schools A and B and common test is given in a subject. The scores of the students are as follows:**

**School A: 76 68 70 43 94 68 33**

**School B: 40 48 92 85 70 76 68 22.**

**Can we conclude that students of school A performed better than students of school B.**

**Null hypothesis**: , ie, Students of both schools performed equally well.

**Alternate hypothesis**: ie, Students of school A performed better than students of school B.

**R-code:**

A = c(76,68,70,43,94,68,33)

B = c(40,48,92,85,70,76,68,22)

t.test(A,B,alternative="greater",var.equal=TRUE)

**Output:**

Two Sample t-test

data: A and B

t = 0.16802, df = 13, p-value = 0.4346

alternative hypothesis: true difference in means is greater than 0

95 percent confidence interval:

-18.56956 Inf

sample estimates:

mean of x mean of y

64.57143 62.62500

**Conclusion:**

-value = 0.16802 < 1.771. Hence we accept ,we may conclude that there is no significant difference in the performance of the students of the two schools.

**Task 4**

**Two independent samples of sizes 8 and 7 contained the following values.**

**Sample 1:19 17 15 21 16 18 16 14**

**Sample 2:15 14 15 19 15 18 16**

**Is the difference between the sample means significant?**

**Null hypothesis :**  , ie, There is no significant difference between the means of the two samples.

**Alternate hypothesis** : ie, There is a significant difference between the means of the two samples.

**R-code:**

Samp1 = c(19,17,15,21,16,18,16,14)

Samp2 = c(15,14,15,19,15,18,16)

t.test(Samp1,Samp2,alternative="two.sided",var.equal=TRUE)

**Output:**

Two Sample t-test

data: Samp1 and Samp2

t = 0.93095, df = 13, p-value = 0.3688

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

-1.320608 3.320608

sample estimates:

mean of x mean of y

17 16

**Conclusion:**

-value = 0.93095 < 2.160. Hence we accept ,we may conclude that there is no significant difference in the means of the two samples.

**Example 3: Paired t-test**

**A study was performed to test whether cars get better mileage on premium gas than on regular gas. Each of 10 cars was first filled with either regular or premium gas, decided by a coin toss, and the mileage for that tank was recorded. The mileage was recorded again for the same cars using the other kind of gasoline. The relevant mileages : Regular: 16, 20, 21, 22, 23, 22, 27, 25, 27, 28 Premium :19, 22, 24, 24, 25, 25, 26, 26, 28, 32 . Use a paired t test to determine whether cars get significantly better mileage with premium gas.**

**Null Hypothesis H0 :** , ie, the two types of bulbs are identical regarding length of life.

**Alternative Hypothesis: H1** :

reg=c(16,20,21,22,23,22,27,25,27,28)

prem=c(19,22,24,24,25,25,26,26,28,32)

t.test(prem,reg,alternative="greater",paired=TRUE)

Paired t-test

data: prem and reg

t = 4.4721, df = 9, p-value = 0.0007749

alternative hypothesis: true difference in means is greater than 0

95 percent confidence interval:

1.180207 Inf

sample estimates:

mean of the differences

2

Conclusion: p-value = 0.0007749 < 0.05 Hence we reject and we may conclude that cars get significantly better mileage with premium gas.

**Task 5**

**The weight gain in pounds under two systems of feeding of calves of 10 pairs of identical twins is given below.**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Twin pair** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** |
| **Weight gain under System A** | **43** | **39** | **39** | **42** | **46** | **43** | **38** | **44** | **51** | **43** |
| **Weight gain under System B** | **37** | **35** | **34** | **41** | **39** | **37** | **37** | **40** | **48** | **36** |

**Discuss whether the difference between the two systems of feeding is significant.**

**Null Hypothesis :**  , ie, There is no significant difference between the two systems of feeding.

**Alternate hypothesis** : ie, There is a significant difference between the two systems of feeding.

**R-code:**

SysA=c(43,39,39,42,46,43,38,44,51,43)

SysB=c(37,35,34,41,39,37,37,40,48,36)

t.test(SysA,SysB,alternative="two.sided",paired=TRUE)

**Output:**

Paired t-test

data: SysA and SysB

t = 6.2644, df = 9, p-value = 0.0001471

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

2.811113 5.988887

sample estimates:

mean of the differences

4.4

**Conclusion:**

-value = 6.2644 > 2.262. Hence we reject ,we may conclude that there is a significant difference between the two systems of feeding.

**Task 6**

**Ten persons were appointed in the officer cadre in an office. Their performance was noted by giving a test and the marks were recorded out of 100.**

**Employee A B C D E F G H I J**

**Before training 80 76 92 60 70 56 74 56 70 56**

**After training 84 70 96 80 70 52 84 72 72 50**

**By applying t test, can it be concluded that the employees have been benefited by the training?**

**Null hypothesis: :**  , ie, The employees have not been benefitted by the training.

**Alternate hypothesis** : ie, The employees have been benefitted by the training.

**R-code:**

Before=c(80,76,92,60,70,56,74,56,70,56)

After=c(84,70,96,80,70,52,84,72,72,50)

t.test(Before,After,alternative="less",paired=TRUE)

**Output:**

Paired t-test

data: Before and After

t = -1.4142, df = 9, p-value = 0.09547

alternative hypothesis: true difference in means is less than 0

95 percent confidence interval:

-Inf 1.184826

sample estimates:

mean of the differences

-4

**Conclusion:**

-value = 1.4142 < 1.83. Hence we accept ,we may conclude that the employees have not been benefitted by the training.

**STEP 3: PRACTICE/TESTING**

1. **Write the test statistic for testing hypothesis about a population mean.**

T=(x-y)/(s/sqrt(n))

1. **Write the test statistic for testing of hypothesis about the difference between two means .**

T=(x-y)/s(sqrt(1/n1+1/n2))

1. **Write the test statistic for testing of hypothesis about the difference between means of two dependent samples. (paired t-test)**

T= d/(s/sqrt(n))

1. **Define level of significance.**

The significance level of an event is the probability that the event could have occurred by chance
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**STEP 1: INTRODUCTION**

**OBJECTIVES OF THE EXPERIMENT**

To apply F-test to compare the variances of two samples from normal populations.

**STEP 2: ACQUISITION**

The null hypothesis is that the ratio of the variances of the populations from which x and y were drawn, or in the data to which the linear models x and y were fitted, is equal to ratio.

**Procedure for doing the Experiment:**

|  |  |
| --- | --- |
|  | R-Code for F-test:  var.test(x, y, ratio = 1,alternative = c("two.sided", "less", "greater"),conf.level = 0.95, ...) |

**Note:**

|  |  |
| --- | --- |
| x, y | * numeric vectors of data values, or fitted linear model objects (inheriting from class "lm"). |
| Ratio | * the hypothesized ratio of the population variances of x and y. |
| Alternative | * a character string specifying the alternative hypothesis, must be one of "two.sided" (default), "greater" or "less". You can specify just the initial letter. |
| conf.level | * confidence level for the returned confidence interval. |

In the test statistic, the greater of the two variances and is to be taken in the numerator and corresponds to the greater variance.

**Example:**

**Two samples of 6 and 7 items respectively have the following values for a variable**

**Sample 1 39 41 42 42 44 40**

**Sample 2 40 42 39 45 38 39 40**

**Do the sample variances differ significantly?**

**Null Hypothesis: There is no significant difference in sample variances.**

**Alternative Hypothesis: There is a significant difference in sample variances.**

**Code:**

x=c(40,42,39,45,38,39,40)

y=c(39,41,42,42,44,40)

var.test(x, y, ratio = 1,

alternative = c("two.sided"),

conf.level = 0.95)

**Output:**

F test to compare two variances

data: x and y

F = 1.8323, numdf = 6, denomdf = 5, p-value = 0.523

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.2625934 10.9710044

sample estimates:

ratio of variances

1.832298

Critical value of for (6, 5) d.f. is

**Conclusion:Since**  , **we accept the null hypothesis and we may conclude that**

**there is no significant difference in the sample variances.**

**Task 1:**

**Two random samples drawn from two normal populations are**

**Sample 1: 20 16 26 27 23 22 18 24 25 19**

**Sample 2: 27 33 42 35 32 34 38 28 41 43 30 37**

**Test whether the populations have the same variances.**

**Null Hypothesis: The population have the same variances.**

**Alternative Hypothesis: : The population have different variances.**

**R Code:**

Samp1=c(20,16,26,27,23,22,18,24,25,19)

Samp2=c(27,33,42,35,32,34,38,28,41,43,30,37)

var.test(Samp1,Samp2,ratio = 1,alternative = c("two.sided"),conf.level = 0.95)

**Output:**

F test to compare two variances

data: Samp1 and Samp2

F = 0.46709, num df = 9, denom df = 11, p-value = 0.2629

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.1301852 1.8272959

sample estimates:

ratio of variances

0.4670913

Critical value of for (9,11) d.f. is

**Conclusion:**

Since , we accept the null hypothesis and we may conclude that the population have the same variances.

**Task 2:**

**The nicotine content in 2 random samples of tobacco are given below:**

**Sample 1: 21 24 25 26 27**

**Sample 2: 22 27 28 30 31 36**

**Test whether the populations have the same variances.**

**Null Hypothesis: The population have the same variances.**

**Alternative Hypothesis: The population have different variances.**

**R Code:**

Samp1=c(21,24,25,26,27)

Samp2=c(22,27,28,30,31,36)

var.test(Samp1,Samp2,ratio = 1,alternative = c("two.sided"),conf.level = 0.95)

**Output:**

F test to compare two variances

data: Samp1 and Samp2

F = 0.24537, num df = 4, denom df = 5, p-value = 0.1981

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.03321253 2.29776367

sample estimates:

ratio of variances

0.2453704

Critical value of for (4,5) d.f. is

**Conclusion:**

Since , we accept the null hypothesis and we may conclude that the population have the same variances.

**Task 3:**

**2 independent samples of 8 and 7 items have the following values.**

**Sample 1: 9 11 13 11 15 9 12 14**

**Sample 2: 10 12 10 14 9 8 10**

**Can we conclude that the two samples have drawn from the same normal population**.

To test whether the samples come from the same normal population, we have to test for

1. Equality of population means
2. Equality of population variances.

Equality of means is tested using t-test and equality of variances is tested using F-test.

Since t-test assumes , we first apply *F*-test and then t-test.

***F*-test:**

**Null Hypothesis:**

**Alternative Hypothesis:**

**R Code:**

Sample1=c(9,11,13,11,15,9,12,14)

Sample2=c(10,12,10,14,9,8,10)

var.test(Sample1,Sample2,ratio = 1,alternative = c("two.sided"),conf.level = 0.95)

**Output:**

F test to compare two variances

data: Sample1 and Sample2

F = 1.2108, num df = 7, denom df = 6, p-value = 0.8315

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.2125976 6.1978188

sample estimates:

ratio of variances

1.210843

Critical value of for (7,6) d.f. is

**Conclusion:**

Since , we accept the null hypothesis and we may conclude that the population have the same variances.

***t*-test:**

**Null Hypothesis: :**  ,

**Alternate hypothesis** :

**R Code:**

Sample1=c(9,11,13,11,15,9,12,14)

Sample2=c(10,12,10,14,9,8,10)

t.test(Sample1,Sample2,alternative="two.sided",var.equal=TRUE)

**Output:**

Two Sample t-test

data: Sample1 and Sample2

t = 1.2171, df = 13, p-value = 0.2452

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

-1.024204 3.667061

sample estimates:

mean of x mean of y

11.75000 10.42857

**Conclusion:**

-value = 1.2171 < 2.160 . Hence we accept ,we may conclude that the population means are same.

**Final conclusion:**

Since both the null hypothesis are accepted, we may conclude that the given samples have drawn from the same normal population.

**Task 4:**

**Two horses A and B were tested according to the time(in seconds) to run a particular track with the following results:**

**Horse A: 28 30 32 33 33 29 34**

**Horse B: 29 30 30 24 27 29**

**Test whether the two horses have the same running capacity in terms of average and variance of time taken.**

**F** – **Test:**

**Null Hypothesis:**  The two horses have the same running capacity in terms of variance of time taken.

**Alternative Hypothesis:**  The two horses does not have the same running capacity in terms of variance of time taken.

**R Code:**

HorseA=c(28,30,32,33,33,29,34)

HorseB=c(29,30,30,24,27,29)

var.test(HorseA,HorseB,ratio = 1,alternative = c("two.sided"),conf.level = 0.95)

**Output:**

F test to compare two variances

data: HorseA and HorseB

F = 0.97604, num df = 6, denom df = 5, p-value = 0.9573

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.1398802 5.8441186

sample estimates:

ratio of variances

0.9760426

Critical value of for (6,5) d.f. is

**Conclusion:**

Since , we accept the null hypothesis and we may conclude that the two horses have the same running capacity in terms of variance of time taken.

**T - Test:**

**Null Hypothesis: :**  , The two horses have the same running capacity in terms of average of time taken.

**Alternate hypothesis** : The two horses does not have the same running capacity in terms of average of time taken.

**R Code:**

HorseA=c(28,30,32,33,33,29,34)

HorseB=c(29,30,30,24,27,29)

t.test(HorseA,HorseB,alternative="two.sided",var.equal=TRUE)

**Output:**

Two Sample t-test

data: HorseA and HorseB

t = 2.436, df = 11, p-value = 0.03306

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

0.3009233 5.9371719

sample estimates:

mean of x mean of y

31.28571 28.16667

**Conclusion:**

-value = 2.436 > 2.201 . Hence we reject ,we may conclude that the two horses does not have the same running capacity in terms of average of time taken.

**Final Conclusion:**

In the t-test, the null hypothesis is rejected. So the two horses have the same running capacity only in terms of variance and not in terms of average of time taken.

**Task 5:**

**Two samples are drawn from two normal populations. From the following data test whether the two samples have the same variance at 5% level:**

**Sample 1: 60 65 71 74 76 82 85 87**

**Sample 2: 61 66 67 85 78 63 85 86 88 91.**

**Null Hypothesis:**  the two samples have the same variance.

**Alternative Hypothesis:**  the two samples have different variance.

**R Code:**

Samp1=c(60,65,71,74,76,82,85,87)

Samp2=c(61,66,67,85,78,63,85,86,88,91)

var.test(Samp1,Samp2,ratio = 1,alternative = c("two.sided"),conf.level = 0.95)

**Output:**

F test to compare two variances

data: Samp1 and Samp2

F = 0.68143, num df = 7, denom df = 9, p-value = 0.6271

alternative hypothesis: true ratio of variances is not equal to 1

95 percent confidence interval:

0.1623591 3.2866779

sample estimates:

ratio of variances

0.6814286

Critical value of for (7,9) d.f. is

**Conclusion:**

Since , we accept the null hypothesis and we may conclude that the two samples have the same variance at 5 % level.

**STEP 3: PRACTICE/TESTING**

**1. What is the use of *F*-distribution?**

The main use of F distribution is to chech whether two independent samples have been drawn for the same variance or if two independent estimates of the population variance are homogeneous or not, since it is often desirable to compare two variance rather than two averages.

1. **State the important properties of *F*-distribution.**

1)F- distribution is positively skewed.

2)Value of F lies between 0 and

1. **What is the difference between *F*-test and *t*-test?**

t-test is used to test if two sample have the same mean. The assumptions are that they are samples from normal distribution. F-test is used to test if two sample have the same variance.